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Objective

This document is intended to aid you in installing, configuring and usin§I®8 ProtectioSuite for
Linuxevaluation productto makeMySQL highly availabldfMySQLis not already installedplease
allocatesome timeto install it on your servers. Once this task has been completed, you may install and
configureSIOS ProtectioBuite forLinux

There are five phases in this process:

Phase X Prepare to Install

Phase? ¢ Configure Storage

Phase3 ¢ Install and Configure MySQL
Phase 4 InstallSIOS ProtectioBuite forLinux
Phase &, Configure your LifeKeeper Cluster
Phase & Test Your Environment

= =4 =4 - -4 =9

Terms to Know

The following terms are used throughout this documantl, while some may be familiar to you, it may
be helpful to review howslOSlefines and uses these terms.

Network Communication Terms

Crossover cable ¢ A cable used to directly connect computing devices together, instead of
being connected to a network switch, hub or router. This cable creates an isolated, private
network to allow clusterelated and data replication traffic to flow between systems.

Types of LifeKeeper Servers

Server ¢ A computer system dedicated to running software application programs.
Active Server ¢ This is the server where the resource hierarchy is currently running (IN SERVICE).

Standby Server ¢ This is the server where the resource hierarchy is defined, but is not currently
running. This server is available to bring the resource hierarchy into service should something
happen to the resource hierarchy on the Active Server.

Primary Server ¢ This is the server in a LifeKeeper configuration with the highest priority for a
given resource hierarchy. It is the server that provides services for the resource hierarchy under
normal circumstances.

Secondary Server ¢ This is the server in a LifeKeepenfiguration with the 2nd highest priority
for a given resource hierarchy.

Source Server - In a LifeKeeper cluster, using data replication, this is the Active Server. Itis
where the resource hierarchy is currently running and the replicatatition (Souce Partition)
is accessible for writes.
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Target Server ¢ In a LifeKeeper cluster, using data replication, this is the Standby Server. The
replicatedpartition (TargetPartition) is updated with writes from the Sourdeartitionby the
SIOPata Replicatiosystem Thispartition should not be accessed/modified manually.

SIOS Data Replication Terms

Replication ¢ Transferring data from onpartition to another via a secteby-sector copy. During
replication, the targepartition should not be accessed or modifiadsuring your data integrity.

Synchronous ¢ Areplication scheme in which the data is confirmed written and valid on the target
before the write operation occurs on the source disk through a series of information exahang
Synchronous mirrors should only be implemented on high speed (100Mbps+) networks due to the
network overhead involved.

Asynchronous ¢ Areplication scheme in which the data is released for writing on the source
immediately and is sent to the targe}(simultaneously for writing as fast as the data can get there and
can be written on them.

Rate of Change ¢ A measure of the amount of data which is changing over a set period of time.

Compression ¢ An algrithm which is optionally implemented to reducegtamount of traffic between
source and target nodes. Nine levels of compression are offered. Compression is turned off by default.

Throttling ¢ An optionally implemented mechanism to limit the bandwidth used for replication.

LifeKeeper Product Terms

Communications Path ¢ A mechanism supporting communication between nodes in a LifeKeeper
cluster. SIOSighly recommends implementing multiple communication paths between all servers in
the cluster to eliminate a single point of failure.

Heartbeat ¢ A periodic message exchanged between nodes in a LifeKeeper cluster that provides server
health monitoring. A heartbeat message is one type of itaile cluster communication sent over a
communications path.

Split Brain ¢ A situation in which all communidanhs paths between cluster members fail, but all
servers remain up and running. In this situation, both systems believe the other has failed and both
believe they should keep or bring resources into service.

Failover ¢ The unplanned migration of a resoerbierarchy to the Standby Server because of a system
or resource failure on the Active Server.

Switchover ¢ The planned migration of a resource hierarchy from the Active Server to the Standby
Server.

Switchback ¢ The setting that governs the recovery befa of the server where the resource was in
ASNIAOS 6KSy Al FILAESR® LT GKS aSGidAy3a Aa aAayi
NBaz2dNOSo® LF (KS aSiaGAy3a Aa al-adgiigeYhe iesoulbce WithduK S &
further notice.

St ¢
SN

Resource ¢ A system asset that can be protected by LifeKeeper. Resources can be used to represent
diskpatrtitions, virtual IP addresses, applications, etc.

6
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Extend a Resource ¢ Create or define an already configured LifeKeeper resourte amother server in
the cluster and build an equivalency relationship that prevents the resource from coming in service on
both systems simultaneously.

Resource Hierarchy ¢ A grouping of resources, in a predetermined order, from high to Ibkis may
also be referred to as simply a Hierarchy.

Shared Storage ¢ One or more logical dighartitions that are physically attached to all nodes in a
cluster. LifeKeeper ensures that the volume is only accessible by one server at a time. This is formally
calledl/O fencing.

Data Replication (Disk Mirroring) ¢ The replication of logical diglartitions to separate physical hard
disks in real time to ensure continuous availability, currency and accuracy of data.

Source ¢ Thepartition on the source server used fOkB LIt A O G A2y ® ¢KS a32f Re¢ 021
Target ¢ Thepartition on the taiget server used for replication

Switchable IP Address ¢ A unique IP address that mag moved between systems in the cluster.
Client systems connect to this address and theesysivhere the virtual IP resource is active will
respond to requests.

The Evaluation Process

SIOStrongly recommends performing your evaluation¥OS Protectio8uite forLinuxwithin a test
lab environment.SIOSs not responsible and cannot provide support for evaluation software installed
in a production environment.

All questions during the evaluation period should be directedvalsupport@us.sios.coor your bcal
PreSale€ngineering contactPresales support will contact you by the next business day to answer
guestions. Once you are a licensed customer on software maintenance, you will have access to 24 X 7
postsales technical support.

Important Your ealuation license is valid far limited period of timgrom the day
you receive theslO$roduct evaluation package and licenses via email
from the SIOSales team.
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Phase 1z Prepare to Install

Hardware Requirements

Primary and Secondary Servers

1 Systems must meehe minimum requirements fothe Linux distribution to be used

during the evaluation

512MB RAM minimum; 1GB RAM recommended.

2GB of available hard disk space recommended.

adzf GALX S bSGg2N] LYGSNFIOS /I NRa 6bL/ Q&0 [ N

Configue one or more additiongbartitionsto be used for data replicationOn the

primary server, these will become the soug&rtitions. On the secondary server(s),

thesewill become the targepartitions. In this evaluation example we will be

replicatingMySQldata (which will be partition mounted atvar/lib/mysq]l)

1 For replicatedartitions, a targepartitionQd a A1 S Ydzad Sljdzr £ G2 2 NJ f
its sourcepartition.

9 The systen{ /) and boot(/boot) partitionsare not eligible foreplication.

= =4 =4 =4

Note: You may use more than opartition for replicated data, allowing for separation of
multiple database files and/or log directories for performance reasons.

Client
This system is not required but is recommended for testing the clasteironment.

1 A standardinux terminal running the MySQL client can be used to testtrdiguration

Software Requirements

Primary Server and Secondary Server

9 Linux Distributiork86_64, AMD 64
0 RedHat Enterprise Linux 5 (5.4+ recommended) or 6.x
0 CenOS Linux 5 (5.4+ recommended) or 6.x
0 Oracle Enterprise Linux 5 (5.4+ recommended), 6.3, 6.4
A RedHat Compatibility Kernel Only
0 SuSE Linux Enterprise Server 10 or 11 (11 recommended)
0 Seehttp://docs.us.sios.com/Linux/8.2.0/LK4L/ReleaseNotésy a full list of
supported Operating Systems
9 Current patches / security updates are recommended.
9 Satisfied dependencies; especially if the Linux installation package selection was
base/minimal you will need to refer to the dependencies documentation at

8
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http://docs.us.sios.com/Linux/8.2.0/LK4L/AllTechDocs/Content/installation/Linux_Depe
ndencies.htm
Its recommended that IPtables is disabled
0 # letc/init.d/iptables off
0 # chkconfig iptables off
0 See
http://docs.us.sios.com/Linux/8.2.0/LK4L/TechDoc/Content/user_guide/using_li
fekeeper_linux/maintenance _tasks/running_lifekeeper_firewall.Hon
information regarding the portSIOS Protectio8uite for Linux uses.
Disable SELinux
o Edit /etc/selinux/config
0 Set SELINUX=disabléabte: permissive mode is also acceptable)
Check the configuration of your /etc/hosts file
o0 localhost.localdomain and lodadst are the only entries that can be on
127.0.0.1
o0 Create a separate entry for yoinostname with a static address
GUI Authentication with PAM
0 SPS for Linux now leverages the Pluggable Authentication Module (PAM)
provided in the Linux Standard Base (LSB).
0 Usersare identified and authenticated against the system's PAM configuration.
Privilege levels are determined from group membership as provided through
PAM.
o In order to access the GUI, a user must be a member in one of the three
LifeKeeper groupskadmin, Ikoper or Ikguest
0 See the following URL for more information on this topic:
A http://docs.us.sios.com/Linux/8.2.0/LK4L/AllTechDocs/Content/user_gu
ide/using_lifekeeper_linux/qui/preparing_run_gui/configuring_gui_user
s.htm



http://docs.us.sios.com/Linux/8.2.0/LK4L/AllTechDocs/Content/installation/Linux_Dependencies.htm
http://docs.us.sios.com/Linux/8.2.0/LK4L/AllTechDocs/Content/installation/Linux_Dependencies.htm
http://docs.us.sios.com/Linux/8.2.0/LK4L/TechDoc/Content/user_guide/using_lifekeeper_linux/maintenance_tasks/running_lifekeeper_firewall.htm
http://docs.us.sios.com/Linux/8.2.0/LK4L/TechDoc/Content/user_guide/using_lifekeeper_linux/maintenance_tasks/running_lifekeeper_firewall.htm
http://docs.us.sios.com/Linux/8.2.0/LK4L/AllTechDocs/Content/user_guide/using_lifekeeper_linux/gui/preparing_run_gui/configuring_gui_users.htm
http://docs.us.sios.com/Linux/8.2.0/LK4L/AllTechDocs/Content/user_guide/using_lifekeeper_linux/gui/preparing_run_gui/configuring_gui_users.htm
http://docs.us.sios.com/Linux/8.2.0/LK4L/AllTechDocs/Content/user_guide/using_lifekeeper_linux/gui/preparing_run_gui/configuring_gui_users.htm

SI0S ProtectioBuite for Linux
Evaluation Guide

Network Requirements

For your evaluation, we recommend configuring your machines signtlathe following example.
LinuxPrimaryand LinuxSecondargre multthomed, between two LAN segmer{tee second NIC in each
servercould even be&onnected via a crossver cablaf a second physical network is not availgbl&he
second NIC is optional in this configuration, bigitty recommended in production environments to
avoid a single point of failure.

In this example evaluation scenario we will be leveraging local, regdiciorage.

Client
(ssh shell / “mysqgl”)

RS
192 168 197 101 192 168197102

i

———
il
-\_\_"-\—\__ _,—'—"-'_F
. 192 168.128.101 192 . 168.198.102
— =
LinuxPrimary LinuxSecondary
With separate With separate
Mvarflib/mysqgl partition Replication network fvarflib/mysqgl partition

Network Configuration Example

Primary Server and Secondary Servers
1 Configure the Host file with entries for all LifeKeeper protected servers. This is typically

/etc/hosts.

Example:

192.168.197.101 LinuxPrimary
192.168.197.102 LinuxSecondary

1 See your Network Administrator to obtain an unused IP Address to be used as the
switchable IP Address. This switchable IP Address will be created later in the
configuration process.

9 Public Network connection(s) configured with:

10
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Static IP address
Correct subnet mask
Correct gateway address
o Correct DNS server address(es)
1 PrivateNetwork connection(s) configured with:
o Static IP address (on a different subnet from the public network)
o Correct network mask
o No gateway IP address
0 No DNS server addresses

O O O

Client
Must be able to communicate on the sarmgbnet/network as the serverBublic
interfaceaddresses In our example, this is the 192.168.197.0/24 network.

Phase 2 z Configure Storage

Before You Begin
Ensure the following:

1 You have an extrdisk/par'gition on bothservers thatan be used for data replication. A target
@2t dzySQa aAl S Ydzad Sljdz t Gdsk/gantdod F NBESNJ 6Ky GKS

Partition local storage for use with  SIOSData Replication

Primary Server
On your Primary server, perform the followiagtions

1. ldentify an existing free, unused disk partition to useoar Aache repository. Alternatively,
ONBIGS | yS¢ LINIAGAZ2Y® 'aS 0KS aFRAATE dzOAf A
example /dev/sdb is an unused disk where we will creatmgles partition
a. fdisk /dev/sdb
b. t NGaa ay¢ (2 ONBIGS | ySg LINIGAGAZY
c. t NBaa aL¥X G2 ONBFGS F LINARYEFENE LINIAGAZ2Y
d. This example uses a new disk, so we will use all default values (Partition 1, entire disk)
Hit Enter twice to confirm these parameters
e. t NS &a qdiaethe partRion gable and exit fdisks

[root@LinuxPrimary ~]#tisk /dev/sdb
Example
Command (m for helph

11
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Command action
e extended
p primary partition ()
Y
Partition number (34): 1
First cylinder (256, default 1):<enter>
Using default value 1
Last cylinder or +size or +sizeM or +sizeR5d, default 256)<enter>
Using default value 256

Command (m for helpw
The patrtition table has been altered! Calling ioctl() togad partition table.
Syncing disks.

[root@LinuxPrimary ~]#
[root@LinuxPrimary ~J# df /vdib/mysq|

Filesystem IMocks  Used Available Use% Mounted on
/dev/sdbl 253855 11083 229666 5%ivenysql

Format the newly created disk partition
# mkfs.ext3 /dev/sdbl
Mount the partition temporarily at /mnt
# mount /dev/sdbl /mnt

Move any existing data from /vditt/mysqgV into this new disk partition (assumes a default
MySQLconfiguration)

# cd /varlib/mysq|
# mv * /mnt

Remount /dev/sdbl atvar/lib/mysq|
# cd /root
# umount /mnt

# mount /dev/sdbl/var/lib/mysql

Note: there is no need to add this partition to /etc/fstab. Lifekeeper will take care of mounting
this automatically.

12



SI0S ProtectioBuite for Linux
Evaluation Guide

[root@LinuxPrimary ~J# diar/lib/mysq|l
Filesystem IHocks  Used Available Use% Mounted on

Result Idevisdb1 253855 11083 229666/va&Mb/Mys|

Secondary Server

7. Onyour Secondary server, omlgrform Step #labove where you partition the disk. The size of
the Targetdisk/partition needs to be the same size, or greater, than our Sodigld/partition.

Phase 3 z Install, Configure, and Start MySQL

Primary Server
On your Primary server, perform the followiagtions:

1. Lyadrftft 020K (k&ESNI¥ENMH {NLIY yIRF GYIR®:$E AT GKS& R2
Apply any required dependencies as well
# yum install mysql mysgerver

2. Verify that yourocal disk partitioris still mounted at /var/lib/mysqlvia KS aRTé¢ O2YYl yR

3. Ifthis is a fresh MySQL install, initialize a sample MySQL database:
# lusr/bin/mysql_install_db--datadir="/var/lib/mysql' --user=mysq|l

4. Ensure that all files in your MySQL data directory (/var/lib/mysqgl) have correct permissidns
ownership
# chown¢Rmysqgl:mysql /var/lib/mysq|
# chmod 755 /var/lib/mysq|

5. Finally, manually start the MySQL daemon from the command line. Rot&lotstart it via the
GASNBAOSE O2YYlIYRZ 2N 0KS kSGOKkAYAG®Rk &AONARLI A
#mysqld_safe-user=root--socket=kar/lib/mysglmysqgl.sock-port=3306--
datadir=Nar/lib/mysql--log &

6. Verify MySQL is running by connecting with the mysq| client:

[root@LinuxPrimary mysqljaysql

Welcome to the MySQL monitor. Commands end with\gor
Your MySQL connection id is 2

Server version: 5.0.716g Source distribution

13



SI0S ProtectioBuite for Linux
Evaluation Guide

Type 'help;' or\'h' for help. Type\t' to clear the buffer.

mysqgl>exit
Bye
[root@LinuxPrimary mysqll#

7. Update the root password for your mysql configuration. In this example we set the MySQL root
ph aag2NR (2 a{iSSftoesSt
# echo "update user set Password=PASSWORD('SteelEye") where User="root’; flush
privileges" | mysqgl mysq|l

8. Verify your new password:
# mysql mysqgtu root¢p
69YGSNI a{(GSSt98S¢ +a GKS LI aagz2NRO
#exit

9. Create a MySQL configuration fl&e will place this in the same shared directory

(/var/lib/mysqgl/my.cnf)
# vi lvar/lib/mysgl/my.cnf

# cat /var/lib/mysqgl/my.cnf

[mysqld]
datadir=/var/lib/mysq|l
socket=/var/lib/mysql/mysql.sock
pid-file=/var/lib/mysqgl/mysqld.pid
user=root
port=3306
# Default to using old password format for compatibility with mysql 3.x
# clients (those using the mysqlclient10 compatibility package).
old_passwords=1
Example
# Disabling symboliinks is recommended to prevent assorted security risks;
# to doso, uncomment this line:
# symbolielinks=0

[mysqgld_safe]
log-error=/var/log/mysqld.log
pid-file=/var/run/mysqgld/mysqld.pid

[client]
user=root
password=SteelEye

14
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10. Delete the original MySQL configuration file, located in /etc
# rm /etc/my.cnf

Secondary Server

On your Secondary Server:

1. Lyadrftf 020K (KkBSNI¥FENH  NLIY VIRI G{YlR&:$E AT GKSe@
Apply any required dependencies as well
# yum install mysqgl mysglerver

2. Ensure that all files in your MySQL ddictory (/var/lib/mysqgl) have correct permissions and
ownership
# chown¢R mysql:mysql /var/lib/mysq|
# chmod 755 /var/lib/mysq|

3. There is no need to perform any of the additional steps taken on the Primary Server

15



SI0S ProtectioBuite for Linux
Evaluation Guide

Phase4 z Install SIOS Protection Suite for Linux

For the ease of installation, SIOS has providedil@S ProtectioBuite for Linux with an installation
script. Towards the end of the script, the desired Application Recovery Kits (ARKs) should be selected
for installation. The softwar will be installed to the following locations:

SPS for Linux Component Install Location

LifeKeepefSoftware /opt/LifeKeeper
LifeKeeper Config File /etc/default/LifeKeeper

Perform the following actions opoth Primary and Secondary server.
Download Software
1. Open theSIOS ProtectioBuite evaluation email you received from SIOS.

2. Download theSIOS Protectio8uite Software from the link provided in your email. It is generally
SrairSaid G2 dzaS a¢3Shé¢ (G2 NBOdZNEAGSte R2eyf 2R
a. #cd/root
b. #wget-r <URL>
c. After successful download you will have downloaded contents similar to the follow
directory listing:
[root@LinuxPrimary ~]# K <directory>
total 63680
-rw-r--t-- 1 root root 23163 May 30 14:03 EULA.pdf
-rw-r--r-- 1 root root 536 May 30 14:03 readme.txt
-rw-r--r-- 1 root root 65179648 May 30 14:03 sps.img

3. Download your Evaluation license key from the link specified in your evaluation email. Save the
license file to an easy to remember location on both servers.
a.

Run the SIOS Protection Suite Installer Script

1. Loopback mount the sps.img file previously downloaded, which is an ISO9660 image file. Run
0KS daSidzL &aONARLIG AYyaaRrRSY
#mount -0 loopspsimg /mnt

# cd /mnt
# ./setup

2. During this procedure, you will hit Enternmost cases to accept default values and continue to
the next screen. Note the following exceptions:

16
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a hy (K& AONBSY GAGESR 4l A3IK ! GLAtlIoAfAGEDC &
guide we will not be creating a highly available NFS serveeclcghfiguration.

b. If you have plans to create a highly available NFS service, adjust your response
accordingly.

3. Towards the end of the setup script, you can choose to install a trial license key now, or later.
We will install the license key inthe nextli SLJ &2 @&2dz OFly al ¥Ste& &aStSO

4. LYy (GKS FAylLf aONBSy 2F (KS &aaSiadzlh aStSOG GKS
the screen.

5. The following RPMs should be be installed:

a. steeleyelkSQL<version=noarch.rpm
b. steeleyelkDR<version>.noarch.rpm

6. Unrmount the Distribution Enabling disk image:

# cd /root
# umount /mnt

Install the Evaluation License Keys
The last phase of the setup process installs the licensing keys. You must install the evaluation license key

file (".lic") that you downloaded with your evaluation software before starting 31©S ProtectioSuite
for Linux.

1. ¢2 Ayailalfft @2dz2NJ ONAIFE fAOSyasS 1Seé&x NHzy GKS af |
Server. This command is located@it/LifeKeeper/bin/lkkeyins . Example:
# [ opt/LifeKeeper/bin/lkkeyins <path_to_license/<filename>.lic
2. Validate your license keys were installed via the /opt/LifeKeeper/bin/lklicmgr command

# lopt/LifeKeeper/bin/lklicmgr
License File: 20101230.lic

Product Type Expiry Other
LifeKeeper for Linux Eval 27 Mar 20B (87 days)
SIOPata Replication ARK  Eval 27 Mar 20B (87 days)
MySQL Recovery Kit Eval 27 Mar 20B (87 days)
X

Start the SIOS Protection Suite for Linux

1. Start:

17
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# lopt/LifeKeeper/bin/Ikstart

Phase5 - Configure the Cluster

Primary Server
Complete the following steps on the primary server to configuredbster:

1 Create TCP Communication (Comm) Path(s)
1 Verify the CommunicatioComm) Path(s)

Before you beginSI0OSecommends at least two TCP communications paths between each server within
the cluster to each remote server for heartbeat redundancy.

Supported configurations require that you define redundaamm.paths so that
Important the failure of a single communication line will not cause a split brain where
resourcehierarchies may come igservice on multiple servers simultaneously.

Access the LifeKeeper GUI

The LifeKeeper Graphical User Interface (GUI) is a Java based appiliedteam be run as a native
Linux application, or as an applet within your J&veabled Web Browser

The LifeKeeper GUI is based on Java RMI with callbacks. Hostnames muswvhblessolou may
receive a Java 115 or 116 error.

1. Verify that both short and fully qualified hostnames of all cluster nodes resolve to the proper
locations
# ping LinuxPrimary
# ping LinuxPrimary.domain.com
# ping LinuxSecondary
# ping LinuxSecondary.doinacom
2. To start the LifeKeeper Linux GUI Application
a. /opt/LifeKeeper/bin/lkGUIlapp &
3. To Connect to the LifeKeeper GUI Applet from a Web Browser, go to:

a. http://<hostname>:81
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4. Enter the name of the server you wish to connect to (this fieltbe populated with the name
of the server you are on, if you are running the GUI from a server with LifeKeeper installed)
along with your root credentials and click OK.

LifeKeeper GUI _ o
File Edit View Help

e

{ | I IC

r|§| Cluster Connect [E]W

Server Mame: | LinuxPrimary

Login: | root

Fassword, | sssssssss

Administrator Q.. Ok | I::El”CE'| Help

Create Communication (Comm) Path s

5. Within the LifeKeeper GUI, from the File nneselect Conect. Enter the name of your
Secondary server, login and password when the Cluster Connect window displays.
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LifeKeeper GUI — ==
Eile| Edit View Help

E:irtmect... ﬂ jk- i}g

] | »

| »

Hierarchies %

MNone Defined i
: E3) Cluster Connect (x|

Server Mame: | LinuxSecondary

Login: | root

Fassworc: | sesssssss

il

oK, | Cancel| Help |

1]

6. Within the LifeKeeper GUlick theCreate Comm Pathutton on the toolbar. You can also
right click one of the servers and click Create Comm Path from theipopenu as well.

£ LifeKeeper GUI = [T

Eile Edit W¥iew Help

Pe2e O EVEd

4| [ »

|Create Comm Path... | al i

Hierarchies % %

Mone Defined LinuxPrimary Linuxsecondary

7. Select youtocal and Remot8erve(s) fromthe list box. If a server does not appear in the list
box, you may enter it byyping its name and clicking the Add Server button. When using the
Add Server procedure, you must make sure that the computer names for both network
interfaces on the servergspond correctly when yopingthem (from all of the partner
server(s)using tre ping ca IP ADDRES$ntax. If they do not, this must be corrected prior to
continuing Click Next.
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b4

Create Communication Path
Local Server |LinuxPrimary

< Baclk | Next>| | Arcept Defaults | Cancel |

Create Communication Path
LinuxSecondary
Femote Server(s)
Add
<Back Mext = Accept Defaults | Cancel

Help |

Help |
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8. Select TCP for Device Type and Click Next.

Create Communication Path

Device Type |TCF -

<Back Mext = Arcept Defaults | Cancel| Help

9. Provide all the required information and click Next for the following series of dialog boaes. F
each field in the dialog box you can click Help for further information or refer to the table below
for an explanation or recommendation.

Field Tips
For TCP/IP Comm Path...
Choose the IP address to be used by the local servéhniocomm
path. Select both interfaces so that the wizard creatastiple
comm. pathgduring this operation

Create Communication Path

192.168.197.101

Local IP Address 192.168.198.101
10.0.4.15

Local IP Addressies)

Choose the IP address to be used by the remote server for this
Remote IP Address comm path
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Create Communication Path

Local Server: LinuxFrimany
Local IP; 192.168.197.101
Femote Server: LinuxSecondary

Remote IP Address |192.168.197.102

<Back | Mext > | Accept Defaults | Cancel| Help

Enter the priority for the comm path athe local server. The priority
will be used to determine the order that the comm paths betweer
two servers will be used. Priority 1 is the highest; 99 is the lowes

Create Communication Path

Local Server: LinuxPrimary
Local IP: 192.168.197.101
Femote Server: LinuxSecondary

Priority

Priority |1

<Back | Create | Accept Defaults | Cancell Help

10. After entering data in all the required fields, select Create. A message widlydisgicating the
network communication path is successfully created. Click Next.
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Create Communication Path

Local Server: LinuxPrimany
Local IP; 192 168,197,101 i
Femote Senver: Linuxsacondary

Creating TCP Communication Path between LinuxPrimary (192, 168,197,101 and Linuxsecondary...
Creating Communication Fath from LinuxPrimary to LinuxSecondary
Successfully created network connection

to machine "LinuxSecondany (192.168.197.102)
of Type "TCP"

from LinuxPrimany (192 168.197.101).
Creating Communication Fath from LinuxSecondary to LinuxPrimany
Successfully created network connection

to machine "LinuxFrimany” (192 .168.197.101)
of Type "TCP"

from LinuxSecondary (192.168.197.102).

Bacl Mext = Accept Defaults | Cancel| Help

If you selected multiple Local IP Addresses or multiple Remote Servers and the Device Type was
set to TCP, then the procedure will return you to the setup wizard theé Gomm Path.

11. Select Done in the last dialog box.

Repeat this process until you have defined all the communication paths you plan tSi@&trongly
recommends that you define at least two communication paths for redundancy.

Verify the Communications Paths

1. Verify that the communications paths are configured properly by viewing the Server Properties
dialog box. From the LK GUI, select Edit, Server, Properties and then the Comm Paths tab.
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NEEER

1]

Hierarchies

Mone Defined

=

Disconnect. ..
Eefresh...

Linux

LinuxSecondary

[ »

View Logs. ..

Create Resource Hierarchy...

Create Comm Path...
Delete Comm Fath...

Froperties. ..

2. Note the State displayed is ALIVE. Youatsmcheck the server icon in the right, main pane of
the GUI. If only one comm path has been created, the server icon shows a yellow warning icon
on the server icon, indicating that one comm. path is ALIVE, but there is no redundant comm
path. The serveicon will display a green heartbeat checkmark when there are at least two
comm paths configured and ALIVE.

Froperties Fanel

Server Properties for LinuxPrimary

Server: |Lin|.ut'F’rimar".-r

( General | CommPaths | Resources

Server Priarity State Type Address/Device
LinuxSecondary |1 ALVE TCP 192 168.197.101/192 168,197,102
Linuxsecondary |2 ALIYVE TCF 192 168 198.101/192 168,198,102

0] | £|:-|:-I'-,-'| Cancel| Help

Create the LifeKeeper Hierarchy

Create and Extend an IP Resource

In LifeKeeper, creatan IP resource and extend it to the secondary server by completing the following
steps.This Virtual IP will have the ability to move between cluster nodes alengpplication that

depends on it.
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1. From the LifeKeeper GUI toolbar, click Create Resourcarkls:

& LifeKeeper GUI = [[=]fx
File Edit View Help

%12:[0] [&] [0 0] [4[.4] ©]

< | Create Resource Hierarchy. .. |

Hierarchies % @

None Defined LinuxPrimary LinuxSecondary

The Create Resource Wizard dialog box will appear with a drop down list box displaying all
recognized Recovery Kiinstalled within the cluster.

2. Select IP Address and click Next.

Create Resource Wizard

Flease Select Recovery Kit |IF -

Apache Web Server
Data Eeplication
File System

Ceneric Application
IF

MysQL Database
Faw Device

<Bacl Mext= | Cancel| Help

3. Enter the appropriate information for your configuration. The table below contains a list of the
fields that display and additional information to assist you as you complete this procedure.
Recommended values are also show beldf@u can also click thdelp button for further
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information. Press Next to continue after entering the required information.

IP Creation Field Definitions

Field Tips
Resource Type Select IP Address as the resource type and click Next.
Switchback Type Select Intelligent andlick Next.
Server Select the Server where tHe resource will be created. Select your
Primary server andlick Next.
IPResource Enter the virtual IP information and click Next

Example192.168.197.1%

Note: This is an IP address that is not currently in use anywhere on
your network. This is the address that all clients will use to connect
the protected resources

Netmask The IP subnet mask that your TCP/IP resource will use on the targe
server. Anyptandard netmask for the class of the specific TCP/IP
resource address is valid.

In our sample configuration 255.255.255.0 is used for a subnet mas
both networks.

Note: The subnet mask you choose, combined with the IP address,
determines the subnethat will be used by the TCP/IP resource and
should be consistent with the network configuration.

Network Connection This is the physical Ethernet card that the IP address is interfacing v
Chose the network connection that will allow your virtlRladdress to
be routable.Select the correct NIC antiak Next.

IP Resource Tag Accept the default value and click Next. This value only affects how
IP is displayed in the GUTIhe IP resource will be created on our
Primary server.

4. LifeKeeper will create and validate your resource. After receiving the message that the resource
has been created successfully, chitdgxtwhen the following dialog box appears so that you can
complete the process of Extending the IP Resoto@r Secodary serverpelow.
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Create comm/ip Resource x

Creating comm/ip resource. .. |
CEREATIMNG RESOURCE HIERARCHIES I
Lifeleeper application=comm on LinuxFrimany.

Lifekeeper communications resource tyipe= ip on LinuxPrimany.

Creating resource instance "ip-192. 168,197, 15 1" with id "IP-1922.168.197. 15 1" on machine
"LinuxFrimany:

Fesource "ip-192.168.197. 151" successfully created on machine "LinuxPrimany”

<Back | Mext = | Can-:-‘:l| Help

Pre-Extend Wizard x

Target Server [LinuxSecondany -

You have successfully created the resource hierarchy ip-192.168.197.15 1 on LinuxFrimary. Select
atarget senver to which the hierarchy will be extended.

If wou cancel before extending ip-192.168.197.151 to at least one other server, Lifekeeper will
provice no protection for the applications in the hierarchy.

<Back Mexts Arcept Defaults | Cancel| Help
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Extending the IP resoureell start automatically after you have finished creating an IP address resource
if you clicked\extin the dialog boxdisplayed above. You can also start this from an existing IP address
resource byright clicking on the active resource and selecting Extend Resource Hierarchy.

Refer to the table below to complete the Extend IP Resource procedure.

Field Recommended Entries or Notes
Switchback Type [ SIS a aAyGaSttAaASYs
TemplatePriority Leave as default (1)
Target Priority Leave as default (10)
NetworkInterface This is the physical Ethernet card that the IP

address is interfacing with. Chose the network
connection that will allow your virtual IP address
to be routable. Theorrect physical NIC should be
selected by defaultPlease verify and therick

Next.

IP Resource Tag Leave as default.

Target Restore Mode Select Enable and click Next.

Target Local Recovery Select Yes to enable Local Recovery for the SQ
resource orthe Target server.

Backup Priority Accept the default value

5. After receiving the message Hierarchy extend operations completed, click &tighen click
Done

6. YourlP resource (192.168.197.151 A & y2¢ Fdzf t & LINRBGSOUG $Renl YR
cluster nodes as needed.ooking at the LifeKeeper GUI you will notice that the IP resource is
Active on the Primary cluster node and Standby on the Secondary cluster node

LireKeeper GUI

File Edit Yiew Help

%9 & O & & QO =& L2 B

a4 [ »

Hierarchies @ @

@ Active Protected LinuxFPrimary Linuxsecondary

; 1 10
—@ p-192.168.197.151 @ Active 0 StandBy

Create aMirror and Begin Data Replication

In this setion we will setup and configure the Data Replication resource, which be used to synchronize
oura € { vdat@ Between cluster nodes. The data we will replicate resides ifvdrdib/mysq|l

partition on our Primary cluster node

Please note:
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The source vlame to be replicated must be mounted on the Primary server
The target volume, which will received replicated data, mMi&Tbe mounted on the Secondary
server.

 Thelit NBES(G @2t dzySQa aiAil $§ Ydzad Sldzt G2 2NJfF NBSN

= =

1. From theLifeKeeper GUI toolbar, click Create Resource Hierarchy.

£ LifeKeeper GUI NS
File Edit View Help

%12:[0] [§] (00 [4[4] O]

< | Create Resource Hierarchy. .. |

[ »

Hierarchies % @

None Defined LinuxPrimary LinuxSecondary

The Create Resource Wizard dialog box will appear with a drop down list box displaying all
recognized Recovery Kits installed within the cluster.

2. SelectData Replicatiomnd click Next.

Create Resource Wizard x

Flease Select Recovery Kit |Data Replication -

Apache Web Server
Data Eeplication
File System

Ceneric Application
IP

MysQL Database
Faw Device

<Bacl Mext= | Cancel| Help
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3. Follow the Data Replication wizard, and enter the following values:

Field Recommended Entries or Notes
Switchback Type Intelligent
Server LinuxPrimary (Primary Cluster Node, i.e. Mirror
Source)
Hierarchy Type Selecta wSLX A OGS 9EA&GAY:
Existing Mount Point At this step you will select the mounted partition

to replicate. In our example, select
d/var/lib/mysqlé

Data Replication Resource Tag Leave as default
File System Resource Tag Leave as default
Bitmap File Leave as default (Notd:using high speed SSD

storage you will want to create a small partition
and use it for bitmap placement, i.e. /bitmaps)
Enable Asynchronous Replication Leave as default (Yes)

4. Click Next to begin creation of the Data Replication resource hierarchtus St#l be displayed
in the GUI as follows:

=) Create Data Replication Resource Hierarchy x|

Creating Data Feplication Eesource. ..

Wed Jan 26 17:00:25 PST 2011 create: BEGIM creation of "datarep-mysql' on server
"LinuxPriman

Wed Jan 26 17:00:27 PST 2011 create; fdev/sdbl is configured to be mirrored using /dev/mdO
Wed Jan 26 17:00:27 PAT 2011 create; EMD successful creation of "datarep-mysaql" on server
“LinuxPrimany”

mount -t ext3 -o barrier=0,rw fdev/md0 far/lib/mysql

CREATIMNG RESOURCE HIERARCHIES

devicehier: Using Jfopt/Lifekeeper/llkkadm/subsys/scsifnetraid/bin/devicehier to construct the
hierarchy

Creating Resource Instance "var/lib/mysql with id " fvar/lib/mysgl® on machine "LinuxPrimany:
Fesource "var/lib/mysql" successfully Created aon machine "LinuxFriman”

Creating Dependency "var/lib/mysql'-"datarep-rmysql* on machine "LinuxPrimany";
Dependency "var/flib/mysql"-"datarep-mysgl* Successfully Created on machine "LinuxPrimany”
Femuoving fetc/fstalb entry

Bacl Mext= Cancel Help

5. Click Next to begin the process to Extend the Data Replication Res@eisxt all default
settings. When it asks for the target disk, select a free partition on your Target server which is
the same size (or greater) than the Source Volume we are replicafihg partition should NOT
be mounted on the Target system.
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Extend Data Replication Resource

Template 5ervar: LinuxPrimany
Tag to Extend: datarep-mysqgl
Target server: Linuxsecondarny

Target Disk |fdevfsdbl (256.0 ME) -

Select a disk on LinuxSecondary. The selection must not be mounted and must be at least as large
as the source disk on LinuxPrimary.

<Barcl Mext= | Accept Defaults | Cancel| Help

6. Continue through the wizard, and you will be prompted to select the network you would like
NEBLX AOFGAZ2Y G2 GF{1S LXIFOS 23SN® Ly 3ISYySNIfzI A
and your replication traffic. In our example setup we will gtk over our backend network,
192.168.198.X
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Extend Data Replication Resource

Template Server: LinuxPrimary
Tag to Extend: datarep-mysqgl
Target Server: LinuxSecondary

Feplication Path |--- Select Metwork --- -

-—— Select Metworlk —---
192 168 197 1017192 168 197,102
192.168.198.10171%92 . 168.198.102

Select the network end points 1o be used for replication between systems LinuxPrimary and
LinuxSecondary.

<Back Mext= Arcept Defaults | Cancel| Help

7. Click Next and continue through the wizard. Once completed, your resource hierarchy will look
as follows

LifeKeeper GUI
File Edit View Help

% 209 & Olay A&l QO = S L2 B

4]

Hierarchies @ @ B
@ Active Protected LinuxPrimary LinuxSecondary
(2 ip-192.168.197.151 & Active (V) Standby 1
L@ war/lib/mysaql @ Active 1 0 StandBy 10
L@ datarep-mysagl ﬂ Source 1 q Target 10

Create the MySQL Resource Hierarchy

Create aVlySQLresource to protect thevlySQL databasand make it high available between cluster
nodes.
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At this point, MySQL needs to be already running on the Primary Server. It st
bh¢ 0SS NHzyyAy3ad 2y GKS {SO2yRINE {SI
{GF NI ae&/{ v [viewthepracgsSto éoafigufand start MySQL as
needed

Important

1. From the LifeKeeper GUI toolbar, click Create Resource Hierarchy.
2. SelectMySQL Databaseand click Next.
3. Proceed Through the Resource Creation wizard, providing the following values

Field Recommened Entries or Notes
Switchback Type Intelligent
Server LinuxPrimary (Primary Cluster Node)
Location of my.cnf Enterd/var/lib/mysqglé. Note thatearlier in the MySQL configuration
process we created a my.cnf file in this directory.
Location of MySQL Leave as default (/usr/bin) since we are using a standard MySQL
executables install/configuration in this example
Database tag Leave as default
4. Select Createdt define the MySQtesource hierarchy on the Primary Server
5. Click Next to Extend the FiBystem Resource to the Secondary Server
6. LYy GKS 9EGSYR 2ATIFNR: aStS00G a! OOSLIi 5S¥I dzf (4
7. As aresult thevlySQLlresource is now protected on both cluster nodes. Click Finish to exit the
Extend wizard.
8. Note: LifeKeeper will automatically identify that the M}ISresource has a dependency on the

FileSysteniData Replicatiomesource (/var/lib/mysql). The Filesystem Resource will appear
underneath the MySQL resource in the GUI
9. Your resource hierarchy should look as follows:

LireKeeper GUI

File Edit View Help

%9 |V O % & OO =& |LL |8

4 D
Hierarchies @ @ —
@ Active Protected LinuxPrimary LinuxSecondary

10

Active StandBy

@ ip-192.168.197.151
L@ sl
J;—@ var/lia/mysg
L@ datarep-rmysql

10

Active StandBy

10

Active StandBy

10

=000
doolo

Source Target

Create the MySQL IP Address Deperdency
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In this step will define an additional dependency: that MySQL depends wtual WP (192.168.197.15
so that the IP address follows théySQL database as it moves.

1. From the LifeKeeper GUI toolbar, rightt A O1 2y GKS avyeéalfté NB&az2dzNOS
2. { St SOGH Sa /5NSLIS Yy RSy O &lick canée® Mend KS NA 3K ({

3.LYy GKS / KAfR wSa2dz2NOS MbAIRNE CRPBEM YIBs dzz &St SO
4. Click Next

5. Click Create Dependency

6. Click Done

7.

The Virtual IP address resource (192.168.197.151) will now appear underneath the MySQL
resource in the LifeKeeper user interface. This ensures that resources move together, and are
started/stopped in the proper order.

8. Your resource hierarchy should look as follows

LifeKeeper GUI

File Edit View Help

%28 & O %t QO =& L2 @

1| IC
Hierarchies @ @ |
@ Active Frotected LinuxPrimary LinuxSecondary

10

‘?‘@ rmysql
t@ ip-192.168.197.151
@ var/lin fmysal
l—@ datarep-rmysqgl

Active StandBy

10

Active StandBy

10

Active StandBy

= 0l0le
doolo

10

Source Target

At this point in the Evaluation, we have fulisotected MySQL, anits dependent resources: IP
addresses, antkeplicated sorage.

Phase 6 zTest Your Environment

The following test scenarios have been included to guide you as you get started evaiag
ProtectionSuite forLinux Before beginning these tests, make suitee data replicationresources are
in the mirroring state.

Note: For these test examples, the Primary Server is referred ttNa$SXPRIMARYT he Backup or
Secondary Server is referred toldBlUXSECONDARY
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1. Manual Switchover of the MySQL Hierarchy to Secondary Server
Procedure:

1 From the LifeKeeper GUI, right click on the MySQL resource on the Secondary Server
(LINUXSECONDARY) and choose IN SERVICE.
T Click filn Serviceo in the window that pops up

LifeKeeper GUI - [E=
File Edit Wiew Help

@@@ & O 44 00 %G 8L B

@ Artive Protected LinuxPrimary LinuxSecondary

?‘e mysql
t @ ip-192.168.197.151

@ var/libfmysql
L@ datarep-mysql

[ »

Active

Active

Extend Eesource Hierarchy. ..
Unextend Resource Hierarchy... 10

Active

Source d

Create Dependency...
Delete Dependency...

Teejole

Delete Resource Hierarchy. ..

Properties. ..

Expected Result:

1 Beginning with the MySQL resource, all resources will be removed from service on the Active
Server (LINUXPRIMARY).

1 Beginning with the dependent resources (IP and Replicated VVolume), all resources will be
brought in service on LINUXSECONDARY.

9 During this process, the direction of the mirror reversed. Data is nhow transmitting from
LINUXSECONDARY -> LINUXPRIMARY

1 Atthis point, all resources are now active on LINUXSECONDARY.

LifeKeeper GUI =S
File Edit WView Help

%50/ lv Clw 4400 =[5 48
8 8

e Artive Protected LinuxPrimary LinuxSecondary

[ »

?‘0 rmyscl 0 StandBy 1 e Active 10
t@ ip-192 . 168.197.151 0 StandBy 1 e Active 10
(D variib/mysal o Standby & Active 10
L@ datarep-mysql " Target 1 5 Source 10

36



SIOS ProtectioBuite for Linux
Evaluation Guide

Tests/Verification:

1 Using the LifeKeeper GUI, verify that the MySQL and dependent resources are active on
LINUXSECONDARY.

1 Using the LifeKeeper GUI, verify the mirror is now reversed and mirroring in the opposite
direction. Ri ght «c¢ | i chkysqon rtehseo ufrdcaet aarnedp s el ect Properti

LireKeaper GUI

Eile Edit View Help
1 1 T | I— | I 1 T I 1 I I} 1 [ I} 1

E E r i
| esource Properties for arep-mysq :
E R P rties for dat 1 huxPrim
1 Properties Panel & [ »
Hierarchiea Select Resource: |datarep—mvsq| |v| @ — Labl
¢ hvaila
@th Select Server for Resource: |Lir1uxSec0r1ciEU"s-r |'| Linuxsecondary ..
G| 174093
=& mys — P — - - o1 7120
f Replication Status r General |/ Equivalencies r Relations | Active i
| 10 i 51755
@ ! Mirror Configuration: Active : |5136300
& B unuxsecondary = Linuxprimary Active lof || 21329
L@ status: Fully Operational = | |sal
[t 4/ Resume Repiication
Type: Asynchronous Pause Mirrar
Eorce Mirror Online L
Bitmap: 4096 hits {chunks), O dirty (0. 0%) Rewind and Recover Data P
Create/View Fewind Bookmarks
Set Rewind Log Location
Set Rewind Log Max Size
Set Resync Speed Limits
Set Compression Level
4
........ | | 1N SeMvice. .
Qur of Service. .. -
F43 15692 | Extend Resource Hierarchy...
r-USer=rooY | ..iend Resource Hierarchy.. B
Br/lib/mys
oK | APy | Cancel | Help brimary sha Create Dependency...
h:56 mysql Delete Dependency..
Delete Resource Hierarchy...
Eropeniuis...

T Run fii facoonofni gl NUXSECONDARY t o valoRbalioels5tihat t he |
active on LINUXSECONDARY
f Run imMdfto verify that the /[/var/lib/ mysql replicat
(example: /dev/mdOo) on LI NUXSECONDARY
T Verify the MySQL services are runni nef|jgemii LI NUXSEC
mysql o
1 On LINUXSECONDARY run the following command to verify client connectivity to the
MySQL database:
o #mysqliS /var/lib/mysqgl/mysql.sock i u rootip
o (enter password fASteel Eyeod
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. I - - . - : .
Procedure:

1 From the LifeKeeper GUI, right click on the MySQL resource on the Primary Server
(LINUXPRIMARY) and choose IN SERVICE.
T Click filn Serviceo in the window that pops

Expected Result:

1 Beginning with the MySQL resource, all resources will be removed from service on the Active
Server (LINUXSECONDARY).

1 Beginning with the dependent resources (IP and Replicated Volume), all resources will be
brought in service on LINUXPRIMARY

91 During this process, the direction of the mirror reversed. Data is now transmitting from
LINUXPRIMARY -> LINUXSECONDARY

LirfeKeeper GUI

File Edit View Help

%29 &) Oy |4 QO 5 G L

&
e

1] [»
Hierarchies @ @ B
@ Active Protected LinuxPrimary LinuxSecondary

?—@ mysal . @ Artive 1 0 StandBy 10

t@ p-192.168.197.151 | | (@ Active ) Standgy 10
@ varflib fmysql @ Active 1 0 StandBy 10
l—@ datarep-rmyscl 5 Source ! q Target 1

Tests/Verification:

1 Using the LifeKeeper GUI, verify that the MySQL and dependent resources are active on
LINUXPRIMARY.

1 Using the LifeKeeper GUI, verify the mirror is now reversed and mirroring in the opposite
direction. Right clichyosagl éd heedidat ae epnd sel ect
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LifeKeeper GUI
[E

Resource Properties for datarep-mys
File Edit View Help B R
- - = = - - Properties Panel
) | & Ol |4 | | @O =% |4
‘ﬂgﬂuiﬂ“% = @ ﬂ; Jb‘ﬁ A; @ 0 ﬁa enll| | S8 Select Resource: |datarep-mvsq| |v|
4]
p - Select Server for Eesource: |LinuxPrimar\.r |v|
Hierarchies i @
@Acti\ne Protectad LinuxPrimary Replication Status |/Genera| rEquivaIencies |/Relations |
Mirror Configuration:
?—@ mysql @ Active : ) }
i - LinuxPrimary —* LinuxSecondary
t@ ip-192.168.197.151 @ Active Status: Fully Operational
. 100%
var/flibmysgl i i
? @ Active Type: Asynchronous
@ datarep-mysql é nuree

Fesume Replication
Pause Mirror
Force Mirror Online

o 4096 hits (chunks), 1 dirty (0, 0%%)

r Data

v Rewind Bookmarks
Set Rewind Log Location
Set Rewind Log Max 5ize

Set Resync Speed Limits

Set Compression Level

Out of Service...
N J Apply Cancel Help
Extend Resource Hierarchy. ..

Unextend Resource Hisrarchy . [F7Tib/mysql/mysql.sock --log
Create Dependency... rimary shared]# STOPPING server from pid fTile /val
Delete Dependency... 156 mysqld ended

Delete Resource Hierarchy...

Prop k:ties...

T Run f#ii facoonofni gl NUXPRI MARY to validate that t
active on LINUXPRIMARY

T Run ifidfto verify that tterde f/ivlagd y sthd myisggl mao wemptl e & aa

(example: / dev/mdO0Oo) on LI NUXPRI MARY

=a =4

On LINUXPRIMARY run the following command to verify client connectivity to the MySQL
database:

o #mysqliS /var/lib/mysqgl/mysql.sock T u rootip

o (enter password fASteel Eyeod)

3. Simulate a network failure on the Primary Server by failing the IP resource

IMPORTANT NOTE: Only perform this test if you have more than one
communications path configured.

If you perform this test and have only one communications path configured, your
system will enter a split-brain scenario as described in the LifeKeeper Administration
Guide found here. Refer to this document for more information or contact SIOS pre-
sales technical support for assistance in resolving this condition.

Procedure:
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A On LINUXPRIMARY, pull the network cable attached to the NIC that the virtual IP address is
configured on

Expected Result:

M The IP Resource should fail first.
1 The entire hierarchy should failover to LINUXSECONDARY

Tests/Verification:

1 Check the LifeKeeper Log to verify the IP resource failedi i/ opt / Li f eKeeper / bin/ | k

1 Using the LifeKeeper GUI, verify the MySQL and Apache resource hierarchies fail over
successfully to LINUXSECONDARY

LireKeeper GUI

File Edit View Help

T e 9 |V Oa %4 QO =& |RL |8

1] [»
Hierarchies @} @} ~
@ Artivie Protected LinuxPrimary LinuxSecondary

?‘@ mysql 0 StandBy 1 @ Active 10

t@ ip-192. 168.197.151 0 StandBy 1 @ Active 10
@ var/flib/mysal 0 StandBy 1 @ Active 10
L@ datarep-mysql q Target 1 5 Source 1

4. Hard failover of the resource from the Secondary Server back to the
Primary Server
Procedure:

1 Pull the power cord on LINUXSECONDARY, as this is the server with all resources currently
In Service.

Expected Result:

1 After failure has been detected, beginning with the dependent resources (IP and Volume), all
resources will be brought in service on LINUXPRIMARY.

Tests/Verification:

1 Using the LifeKeeper GUI, verify the mirror has reversed and is in a Resync Pending state
waiting for LINUXSECONDARY to come back on line.
1 Verify the Apache and MySQL Server services are running on LINUXPRIMARY.

1 Verify that the client can still connect to the Webserver and database running on
LINUXPRIMARY.
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1 Verify you can write data to the replicated volume, /var/lib/mysgl on LINUXPRIMARY.

LifeKeeper GUI

Eile Edit View Help
%20 O & O W | % O S R
4] [ »
Hierarchies a @ B
Mot Active LinuxPrimary LinuxSecondany
?— sl 0 StandBy 1 |T! Unknown 10
t ip-192 168.197.151 0 StandBy 1 |T-, Unknawn 10
varlib/mysal o Standy al’ Unknown 10
L £3 aatarep-mysa ] Target al? Unknown 1

5. Bring Failed Server back on line
Procedure:
1 Plug the power cord back into LINUXSECONDARY and boot it up.
Expected Result:

1 Using the LifeKeeper GUI, verify that LINUXSECONDARY is coming back up and has
become the Standby Server.

Tests/Verification:

1 Verify the mirror performs a quick partial resync and moves to the Mirroring state

91 Verify the Apache and MySQL Hierarchy are in service on LINUXPRIMARY and standby on
LINUXSECONDARY.
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